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Abstract

In this paper, three techniques to implement logical OIDs are thoroughly evaluated: hashing, B-trees and a technique called direct mapping. Among these three techniques, direct mapping is the most robust; it induces at most one page fault to map an OID, and it scales very well to large, rapidly growing databases. Furthermore, the clustering of handles that are used to map logical OIDs is studied. In particular, the performance of B-trees and direct mapping can improve significantly if the handles of objects that are frequently accessed by the same methods are clustered. For direct mapping, two placement policies are compared: linear and matrix clustering.

1 Introduction

The full support of object identity is one of the most important features of object-oriented database systems [KM94]. To improve referential integrity, an object base system allocates an object identifier (OID) to every object at the time the object is created. The OID is used to identify the object uniquely and to implement inter-object references. It is independent of the state of the object, and it is not changed during the whole life-time of the object [KC86, AK89]. In addition, most systems guarantee that even if an object is deleted, the OID generated for the object will never be used again to identify another object; i.e., OIDs of deleted objects are not reclaimed. To this end, OIDs are usually at least 8 bytes long, and the database system must support a 64-bit or even larger address space.

Basically, there are two kinds of OIDs: physical and logical OIDs. Both can be found in existing systems. A physical OID is constructed in such a way that it contains the permanent address of the object it refers to (i.e., the id of the disk, the page number and the slot). An object can directly be loaded from disk on the basis of a physical OID. On the negative side, the reorganization and reclustering of the database is difficult because an object cannot simply be moved to another page or another disk if physical OIDs are used. To move an object, a placeholder (i.e., a forward) must be established; but, these placeholders annihilate the advantage of physical OIDs as often two page faults are required to read an object on the basis of a physical OID and the placeholder, and the storage utilization is reduced as the placeholders of moved objects fragment the data pages.

This work makes a strong point for logical OIDs (also called surrogates). Logical OIDs are more flexible than physical OIDs, since they do not contain the permanent address of the objects they reference. Objects can, therefore, be moved freely, and thus, the database can well be reorganized if logical OIDs are used [GKKM93]. In addition, logical OIDs support object replication in a distributed system, object fragmentation, access to different versions of objects, and dynamic schema evolution more effectively than physical OIDs. The flexibility, however, must be paid for: before an object can be loaded from disk, its logical OID must be mapped to determine the permanent address of the object; i.e., the handle that contains the address of the object must be obtained. The mapping of logical OIDs can require additional page faults and reduce the performance of a system significantly if it is not implemented carefully.

To investigate the price of logical OIDs, three alternative mapping techniques are thoroughly evaluated in this paper: hashing, B-trees and a technique referred to as direct mapping. All three techniques fully support logical OIDs as defined in [KC86]; i.e., OIDs that are distinct and independent of the state, location, structure and behavior of the referenced objects. The performance experiments indicated that direct mapping outperforms both hashing and B-trees in every
case. Direct mapping guarantees that at most one page fault is required to carry out the mapping, and it scales very well, even if the database grows rapidly. In addition, concurrency control and recovery is easy to implement, and no transactions are blocked if new mappings must be recorded when new objects are created, or mappings must be modified when objects are moved. Whereas hash tables and B-trees are general-purpose index structures, direct mapping was specifically designed to implement logical OIDs. Direct mapping exploits that OIDs are generated by the system (rather than being user defined) and encodes the location of the handle of an object into the logical OID of an object.

The performance experiments, furthermore, showed that the overhead to map logical OIDs is often very low. In particular, if the handles of logically related objects are clustered, logical OIDs have comparable retrieval performance to physical OIDs; i.e., the overhead to map logical OIDs is only marginal. To improve the clustering of handles using direct mapping, two placement policies for handles were devised and compared in detail: linear and matrix placement.

The remainder of this paper is organized as follows: Section 2 outlines alternative configurations of name servers. The name servers are the processes that generate OIDs, maintain the bindings of OIDs to objects and carry out the mapping of OIDs. Section 3 describes the three mapping techniques. In addition, this section discusses related work; i.e., how logical OIDs were implemented in a couple of sample systems. Section 4 proposes OID generation algorithms for the three mapping techniques and shows how handles are placed into handle pages. Section 5 defines the benchmark environment, and Section 6 summarizes the results of the performance experiments. Section 7 concludes this paper.

2 Name Server Configurations

As stated above, a name server generates OIDs and maintains the mappings between OIDs and objects. This section discusses how a name server can interact with clients and data servers, and it outlines how several name servers can coexist in a distributed system. The remainder of this paper, then, is focused to study alternative mapping techniques.

2.1 Separation of the Name Server

While there are only few approaches known so far to enhance name management in database systems [KW94], separated name servers are widely accepted in the area of operating systems [Wat81]. Here, many different forms of named objects coexist (such as files, environment variables and hosts) and it is useful to handle them in a uniform way.

Many database systems, however, integrate the name service in the data server. Though naming in databases is more uniform than in operating systems, it is, nevertheless, reasonable to separate the name server from the data server. Naming of objects is a very important task and needs to be as flexible as possible. In particular it should be tailored to the specific application. Open OODB [WB94], for example, provides facilities to select a suitable implementation for naming on a per-object basis. It could also be profitable to assign resources, such as disk drives or processors, specifically to the name service.

The configuration of a name server has two dimensions. The first dimension is the mapping technique used, which we are mainly concerned with in this paper. The second dimension is the coupling of clients, data servers and name servers. Possible solutions are depicted in Figure 1. (For simplicity, Figure 1 depicts only the situation where one name server is used in a client-server architecture.)

Figure 1(a) shows a classical operating-system architecture: the clients directly communicate with both the name and the data server. A client gets a handle from the name server and passes it to the data server to retrieve the required object. A handle can be thought of as a "pointer" to the data. An example of this procedure can be found in the implementation of a file system. A name service is attached to every directory and is used to obtain the handle of every file located in the directory. The file server, then, provides the functionality to read a file on the basis of its handle.

Recent architectures, as found in the distributed operating system Spring [MGH*94], do not give any handles or low-level identifiers to the client. To avoid potential security leaks, they directly return (a copy of) the requested object, as depicted in Figure 1(b). Additionally, this architecture avoids race conditions that might occur in architecture 1a), for example, when one client obtains the handle of an object while another tries to move it. There is no connection between clients and data servers, and therefore, a client is not aware which data server provides an object.

In database systems, however, clients must always be able to communicate with the data server. It is not reasonable to pass all information needed (e.g., for transaction management) through the name server. Therefore, the architecture sketched in Figure 1c) was used in this work. The name and the data server can run on the same workstation as indicated in Figure 1c) to avoid network communication; but, they can just as well run on different workstations.

2.2 Distributed Name Services

In general, several name servers can coexist to make objects accessible in a distributed environment. Many name services (like the ones used in DNS [Moc87], NIS+ [Sun93], Conch [KW94] and SHORE [CDF+94]) use a hierarchically structured name space. Spring uses a general naming graph in which name servers can be arbitrarily connected.
Like the coupling of name servers to clients and data servers described in the previous section, the distribution architecture is independent of the mapping technique used by an individual name server. The mapping techniques described in the remainder of this paper can be used for any coupling and distribution architecture.

3 Mapping Techniques for Logical OIDs

In this section, various mapping techniques for logical OIDs are reviewed and discussed. The mapping function \( f : OID \rightarrow \text{Handle} \) determines for a given logical object identifier the physical address (i.e., the handle) of an object. In the following, two indexed-based mapping techniques and the direct mapping technique are discussed.

3.1 Index-Based Mapping

3.1.1 Hashing

At first glance, hashing seems to be the most attractive mapping technique since it has a constant access time independent of the number of entries in the hash table. Much work has been done in developing good hashing techniques, see [ED88] for an overview. Directory-based hashing techniques like [FNPS79] need two disk accesses in the worst case: one for the directory and one for the bucket. Directory-less hashing techniques like [Lar88b, Ahn93] try to retrieve entries with at most one disk access by compressing the split history in such a way that it can be kept in main memory. Other techniques like those described in [Lit80, Lar88a] avoid directories by temporary chaining overflow buckets which can be split at a later time.

An important tuning factor is the hash function. A good hash function ensures a uniform distribution which is crucial for every hashing technique devised so far. To map OIDs, a good hash function can easily be defined because all OIDs are generated by the name server. The performance of a hash function, however, can decrease if many objects are deleted.

In the following, we discuss the scalability, storage utilization, concurrency control, recovery, and replication of hashing-based mapping techniques. To make the comparison more comprehensive, all the mapping techniques will be discussed considering these criteria.

- Scalability. The most serious problem with hash tables is that they do not scale very well. If the size of a hash table can be estimated in advance, the hash table can be tuned so that overflows of buckets are rare. In database systems, however, the size of the database often grows in a short period of time. In this case, a hash table degrades fast with the number of bucket splits resulting in expensive reorganizations. Using techniques which compress the split history, CPU processing becomes a dominant factor when many splits occur. In conclusion, the initial size of a hash table is an important (and rather difficult) tuning factor.

- Storage Utilization. The analysis of several dynamic hashing schemes has indicated that in an average case, 69% of the capacity of the buckets is used [ED88]. If objects are rarely deleted and the hash table is tuned given the precise size of the object base, the storage utilization of an OID-mapping hash table is usually much higher because the dedicated hash function and the key generation algorithm fill the buckets uniformly.

- Concurrency Control and Recovery. Only little has been reported on concurrency control and recovery techniques for hash tables and how they affect the performance of the system [GR93]. It is not clear if simple value logging is sufficient, or if sophisticated but more complicated techniques like [Moh92] are needed for a mapping technique based on hashing.

- Replication. In an architecture with more than one name server (e.g., a peer-to-peer architecture), handles can be replicated on several name servers. A logical OID and the corresponding handle can be recorded by every name server using hashing regardless of where the logical OID was generated. When an object is deleted or moved to another location, all the name servers that keep a replica of the handle of the object are informed.

Versant and Itasca are examples of commercial systems that use hash tables to map OIDs. Itasca [Ita93] provides a hash table for every object class separately. Itasca's way of mapping OIDs is, thus, carried out in
two steps: first, the class name—which is encoded in the OID—is hashed to get the appropriate hash table, and then, the per-class hash table is consulted to get the object’s handle. Since the number of classes is usually relatively small, the whole class-name hash table can be kept in main memory.

3.1.2 B-Tree

The initial size of a hash table is an important tuning parameter. B-trees [BM72, Corn79] have no such tuning parameter and are, therefore, much simpler to use in practice. At first glance, it appears that they cannot compete with the retrieval performance of hashing, since the whole path from the root down to the leaf nodes must be read to map an OID. In a B+-tree of height three, however, several million OIDs and their corresponding handles can be stored, and a B+-tree of height four contains the mapping information of almost one billion objects. If the first two levels can be cached in main memory by the name server, at most two disk accesses are required to retrieve a handle [COL92].

For the purpose of mapping OIDs, a specially tuned implementation of B-trees was used. The performance of a general-purpose B-tree is at its worst if keys are inserted in an ascending order: splits occur often and 50% of the storage space are wasted (Figure 2a). Logical OIDs, however, are often allocated in an ascending order; for example the first OID generated could have the number “0,” the second the number “1” and so forth. Therefore, the method shown in Figure 2b) was used. Rather than moving half of the entries of an over-full node into the new node, only the last entry is moved.

In the following, we discuss some aspects of the B-tree-based mapping technique in more detail:

- **Scalability.** B-trees have logarithmic properties. Due to the uniform way in which mappings are inserted, B-trees scale much better than most hashing schemes in large, growing databases.

- **Storage Utilization.** Using the tuned split method, a B-tree for mapping OIDs can have almost 100% storage utilization if no objects are deleted. In addition, prefix compression can be exploited so that more mappings can be recorded in the leaf of a B+-tree than in the bucket of a hash table. Obviously storage utilization decreases if many objects are deleted from the object base and the corresponding mappings must be destroyed. In rare cases, the prefix compression of OIDs can then be counterproductive.

- **Concurrency Control and Recovery.** Index structures like B-trees have proved to be a serious bottleneck of the system if they are updated. Several techniques to improve concurrency and recovery have been proposed [ML92, SO92]. Nevertheless, the implementation of these algorithms is difficult and frequent modifications can reduce the performance of the system significantly in any case.

- **Replication.** The replication of mappings can easily be carried out — in the same way as using hash tables.

B-trees are used in GemStone [MS87] and in SHORE [CDF+94] to implement logical OIDs.

3.2 Direct Mapping

Index-based mapping techniques usually find handles by comparing OIDs. In this section, we discuss a technique that encodes the address of the handle into the logical OID. The rational behind this approach is that handles can be directly accessed without the help of an additional index structure — therefore, this technique is referred to as direct mapping.

To support direct mapping, the handles are organized in extensible arrays, so-called handle segments. A handle segment is a list of handle pages, and every handle page contains slots with a handle and a unique field each. Using direct mapping, an OID has the following layout: creation site (two bytes), handle page number (four bytes), slot number (two bytes), and a unique field (four bytes). The creation site, page and slot numbers are used to find the handle of an object. The unique field is used to detect dangling references; for a valid OID it must match the unique field of the corresponding slot in the handle page. If an object is removed from the database, the name server increments the unique field of the slot in the handle segment and, thus, implicitly invalidates all the dangling references to that object. The name server can, then, safely re-use the slot to record the mapping of a new object.

Figure 3 shows a handle segment with a page capacity of five handles and an object segment with pages containing two objects. Handles are represented by pointers to emphasize the fact that handles are physical addresses. Empty slots of a handle segment are recorded in a free space bitmap. Upon deletion of an object, the slot of its handle is marked as free in the bitmap, and upon creation of a new object, a free handle slot is allocated from the bitmap.

Note that direct mapping fully supports logical OIDs: for example, a data segment can be reorganized,

---

1In our prototype, the bitmap keeps a bit per slot; the bitmap could, however, also record handle pages with free slots.
and objects can be moved by updating the handles of objects only. In comparison to the index-based techniques, the main characteristics of direct mapping are listed in the following:

- **Scalability.** Handle segments can easily be extended without any reorganization costs. Therefore, allocation costs are independent of the number of objects stored in the database. In addition, an OID can be mapped with at most one page fault independent of the size of the database.

- **Storage Utilization.** Handle pages can be filled so that almost 100% storage utilization can be achieved. If an object is deleted, the corresponding empty slot in the handle segment can be re-used using the free space bitmap. Using direct mapping, only the handle and the unique identifier of the object (rather than the whole OID) must be recorded in a handle segment. Therefore, more OIDs can be mapped using a single handle page than with a B-tree or a hash table.

- **Concurrency Control and Recovery.** No directory structures are needed to map OIDs. Thus, no special concurrency control and recovery is required. Any fine-grained recovery technique like ARIES [MHL+92] can be used, and the creation of new objects does not block active transactions that only read and modify existing objects.

- **Replication.** Handle pages can be replicated in a distributed system in the same way as ordinary data pages. Whereas replication is fine-grained using hashing or B-trees (i.e., the handles of individual objects are replicated), it appears that handle pages are the most favorable unit of replication for direct mapping.

Figure 3: The Handle Segment in the Direct Mapping Technique

Techniques similar to direct mapping have been used in a couple of research prototypes [HZ87, BR90, WW90]; but, we know of no commercial system that exploits direct mapping.

## 4 Clustering of Handles

In this section, the clustering of handles is discussed. That is, how the handles of objects are placed into disk pages at the time of creation so that page faults for mapping logical OIDs are reduced in a name server. For example, handles of objects whose logical OIDs must frequently be mapped should be placed into the same pages. In addition, it is discussed why the reorganization and reclustering of handle segments must be precluded regardless of which mapping technique is used so that the initial placement of the handles is the only opportunity to achieve good clustering performance.

### 4.1 Placing Handles into Handle Pages

#### 4.1.1 Index-Based Mapping

Exploiting clustering is very difficult using hash tables because the hash function determines in which buckets to place handles. To place the handles of logically related objects into the same bucket, an order-preserving hash function, e.g., tries [Lit88, Oto88, Chu92], and a special key generation algorithm is required. Such an approach was used in the design of the database system GRAS [KSW92]. Given the OID of a related object, the key generation algorithm tries to generate a new OID whose mapping is recorded in the same bucket. At the same time, the mappings of related objects should still be stored in the same bucket after a split has occurred. Unfortunately, such an approach is not viable in large databases with many objects: the hash tables tend to degenerate because some buckets must frequently be split whereas other buckets are not used. Therefore, only hash functions that spread the handles among the available buckets as uniformly as possible were used in this study. OIDs were generated in an incremental manner (e.g., if object 1065 was just created, the logical OID of the next object that will be created will be 1066). In this approach, clustering cannot be exploited; but, the hash tables can easily be tuned if the size of the database is known.

As opposed to hashing, clustering can well be exploited in a B-tree using a sophisticated key generation algorithm. Given a "near" hint, i.e., the OID of a related object, the leaf page that records the mapping of the related object is looked up, and the OID of the new object is generated so that the handle of the new object is recorded in the leaf page. If the favored leaf page is full, the new mapping is recorded in a new (logically) adjacent leaf page according to the tuned split policy described in Section 3.1.2.

#### 4.1.2 Direct Mapping

Using direct mapping, a name server has the flexibility to place the handle of a new object on a new, empty handle page or on any existing handle page that still has a free slot. In particular, just like with B-trees, the handles can be clustered into handle pages taking
into account how the corresponding objects are placed into data pages. The handles of logically related objects that were placed into the same partition of the database can, therefore, be clustered together, and a large set of objects can be read inducing only a few additional page faults to map their logical OIDs.

Two different approaches to place handles into handle pages were investigated in this work: handles were either clustered linearly or following a matrix scheme. Ideal linear clustering of handles is shown in Figure 4. Handles are placed into handle pages in the same order as the corresponding objects are placed into the data pages. As a consequence, the handles of objects that are located in the same data page are located in the same or an adjacent handle page.

If a page-server is used to ship data to the clients, the linear placement of handles can often be improved because subsequent requests to handles referring to objects that are located in the same page are very seldom. When an application requests the handle of an object from the name server to read the object, it will get the handles of all the other objects located in the page by the page-server “for free” without asking the name server [CDF+94].

To avoid handles of objects located in the same data page of being placed into the same handle page, the matrix scheme depicted in Figure 5 was devised. The handle pages are organized in logical files. The handle of the first object of every data page (i.e., the object stored in the first slot) is placed into a handle page of the first file; the handle of the second object of a page is placed into a page of the second file; and so on.

Matrix placement significantly outperforms linear placement if objects are read sequentially. For example, if the objects 01 to 09 are read sequentially, and only the OIDs 01, 04, and 07 must be mapped, the name server accesses only one handle page if matrix placement is used (cf. Figure 5) as compared to two handle pages with linear placement (cf. Figure 4). On the other hand, linear placement outperforms matrix placement if the OIDs of objects located in a few data pages and in different slots must be mapped. For example, if the OIDs 06 and 07 must be mapped, the name server accesses one handle page with linear placement and two handle pages with matrix placement.

Both the linear and the matrix placement of handles rely like the B-tree on the quality of the initial placement of objects into data pages. Of course, the handles will not be clustered very well if the corresponding objects are not clustered well. But, taking the placement of objects into account is definitely the best bet to cluster handles.

4.2 Reorganization

The handle pages cannot be reorganized to improve clustering regardless of whether hashing, B-trees or direct mapping is used in a name server. In particular, handle segments cannot be reorganized if the corresponding data segments are reorganized. If direct mapping is used, a handle must be stored in the page in which it was placed at time of creation until the corresponding object is deleted from the object base, since references to the object (logical OIDs) directly refer to the handle in that page. As a consequence, the clustering properties of a handle segment described in the previous section (e.g., linearity) are not preserved if the corresponding data segment is reorganized. If the data segments are fairly small, however, a handle page will, nevertheless, contain many handles of logically related objects after a reorganization of a data segment.

Using hashing, the hash function determines in which bucket (handle page) a handle is stored. It is, in general, impossible to find a (new) hash function that places handles that are requested by the same methods into the same buckets. If a B-tree is used to map logical OIDs, the handles of adjacent logical OIDs are stored in the same leaf page of the B-tree; the re-ordering of entries and, thus, the allocation of a new OID for an object, must be precluded like in the other mapping techniques.

5 Benchmark Environment

5.1 Software Used

The performance of an isolated, centralized name server was analyzed in a client/page-server system; i.e., there was only one name server running, and this name server was separated from the page-server. At page-fault time, the clients passed the logical OID of an object to the page-server. The page-server called the name server which was run on the same workstation to map the OID and determine the home page of the
number of size of the size of the mapping file
objects database LH BT DM
small 200,000 40 MB 13 MB 9 MB 5 MB
large 5,000,000 1 GB 252 MB 204 MB 118 MB

Table 1: Characteristics of the Small and the Large Database

<table>
<thead>
<tr>
<th>Pages per module (n)</th>
<th>Sequential</th>
<th>Random</th>
<th>Hot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference pattern</td>
<td>scan</td>
<td>select, r = 5</td>
<td>select, r = 500</td>
</tr>
<tr>
<td>Number of hot modules</td>
<td>0%</td>
<td>0%</td>
<td>5%</td>
</tr>
<tr>
<td>Probability of choosing a hot module</td>
<td>0%</td>
<td>0%</td>
<td>80%</td>
</tr>
</tbody>
</table>

Table 2: Workload Parameters

requested object. Then, the page-server shipped the home page of the requested object together with the handles of all the other objects located in the page to the client.

Three different mapping techniques were studied:

1. **Linear Hashing.** For the performance experiments, linear dynamic hashing was used in the same way as described in [Lit80]. The hash table was tuned for every object base individually given the (a-priori) knowledge of how many OIDs had to be recorded. As a consequence, the storage utilization of the hash table was almost 100% in all the experiments; no overflow buckets were required; and an OID could be mapped with at most one page fault. A bucket of the hash table contained at most 80 entries.

2. **B-Tree.** B+-trees were used [BM72]. A leaf of the B+-tree always held more than 80 entries (usually about 100), since prefix compression was enabled and the tuned split policy devised in Section 3.1.2 was used. The height was three for the large database and two for the small one (the small and the large database are described in the following section).

3. **Direct Mapping.** Using direct mapping, a handle page contained at most 170 entries because only the handles and unique fields of objects had to be stored.

Regardless of which mapping technique was used, all the logical OIDs were 12 bytes long.

5.2 Benchmark Used

To verify the scalability of the mapping techniques, the experiments were carried out against a large object base with 5 million objects and a small object base with 200,000 objects. The size of a page was 4K and every page contained 20 objects. Thus, the large object base had 250,000 pages (1 GB) and the small one 10,000 (40 MB). Table 1 summarizes the characteristics of the small and the large database.

The databases were divided into m modules. Every module consisted of n = p/m pages and n * 20 objects with p = 250,000 for the large database and p = 10,000 for the small database, respectively. Two different reference patterns were taken into account:

- **scan.** An application read sequentially all the objects of a module. In this operation, the name server was called n times, once for the first object of every page; the handles of the other objects located in the page were provided by the page-server when the page was shipped to the application.

- **select r.** An application read r different random pages of the module and accessed an arbitrary object of every page. In all, the name server was called r times for every module.

Table 2 defines the three different workloads that were studied. In every workload, transactions were submitted serially to the system. Every transaction operated on one module and carried out either a scan or a select on the module—depending on the workload. The number of page faults per request caused by the name server was recorded depending on the number of main-memory buffer frames that were available to cache handles.

In the Sequential and Random workloads every module was used by a transaction with the same probability. The Sequential workload scanned large modules, while Random navigated in small modules. The third workload, Hot, measured the influence of locality in the access profile. 5% of the modules were "hot" and used by 80% of the transactions.

For each workload, the following placements of handles were considered:

- **Linear Hashing.** In the case of Linear Hashing (LH), the placement was dictated by the hash function, which distributed the handles uniformly over the buckets.

- **B-Tree.** The handles were placed according to the object placement (cBT) and randomly (rBT).

- **Direct Mapping.** Linear (clDM) and matrix clustering (cmDM) were used as described in Section 4, as well as a random placement (rDM).

The benchmark is illustrated in Figure 6. Figure 6a) shows the clustered placement of handles, which is the best case that can be achieved. Figure 6b) shows the random placement, where the handles have a worst
case clustering. This worst case clustering occurs, for example, when the object base has been severely reorganized.

6 Performance Analysis

The performance analysis was divided into three parts. First, the retrieval performance of all the mapping techniques was compared using the three workloads described in the previous section. Second, the two placement policies for direct mapping were analyzed. Third, the recording of new mappings, i.e., the creation of new objects, was investigated.

6.1 Comparison of the Mapping Techniques

The results using the Sequential workload are presented in Figure 7. The left plot, Figure 7a), was obtained using a small database; the right one, Figure 7b), using a large database. In both figures, the number of buffer frames used by the name server is plotted against the X-axis. For the large database, the range was from 500 pages (2 MB) to 3000 pages (12 MB). In proportion to the size of the mapping files, the same range of buffer sizes were studied with the small and with the large database.

Linear Hashing had almost constant retrieval performance regardless of how much buffer was available. The accesses were evenly distributed over the hash table, which had about 63,000 pages in the large database. The effect of buffering on the performance was not significant because only a small fraction of the total table could be cached (e.g., 5% if 3,000 buffer frames were available). The \( B^+ \)-tree with randomly clustered handles (rBT), on the other hand, took advantage of an increasing number of buffer frames by caching more internal nodes of the first levels. If the buffer was very small compared to the size of the \( B^+ \)-tree, however, the \( B^+ \)-tree was outperformed by the hash table. If the handles were clustered randomly, direct mapping performed a little better than both hashing and the \( B^+ \)-tree because it used significantly less disk space (about 30,000 pages).

If the handles were clustered, the strength of the \( B^+ \)-trees and direct mapping was exhibited. Not all the inner nodes of the \( B^+ \)-tree had to be clustered into the leaves because only a single, narrow path from the root to the leaves had to be descended for each module. The leaves occupied about 1,000 pages per module, which resulted in 1,000 page faults/5,000 requests per module = 0.2 page faults per request. Analogously, direct mapping with linear placement (clDM) occupied about 600 pages per module and had therefore about 0.12 page faults per request (600/5,000 = 0.12). The best performance was achieved by using direct mapping with a matrix placement of handles. Here, all the relevant handles of a module that were required in the scan operation were clustered together into 30 handle pages.

The plots for the small and the large database are almost identical. No anomalies could be observed for the large database. This observation was also made for the Random and Hot workload.

In the Random workload, it was significantly more difficult to take advantage of the clustering of an object base. Therefore, the performance of direct mapping and \( B^+ \)-trees with clustered handles decreased as compared to their performance in the Sequential workload. Nevertheless, direct mapping and \( B^+ \)-trees profited from clustering, since the handles for a single module occupied only few adjacent pages. The results for the Random workload are shown in Figure 8a) (small database) and Figure 8b) (large database). Note that direct mapping with a matrix placement performed worse than with a linear placement of handles. This phenomenon is examined in detail in the next section.

The possibility to cache the inner nodes of a \( B^+ \)-tree was more important in the Random than in the Sequential workload. This is documented by the slight bend in the curve for the clustered \( B^+ \)-tree at the point where a significant portion of the inner nodes could be cached. The hash table had almost the same performance as in the Sequential workload.

The graphs obtained from the Hot workload (Figure 9a) and Figure 9b) have almost the same shape as the graphs obtained from the previous two workloads. This workload demonstrated an important property: long-term caching of handles that are used by many applications is often neglectable. The performance of a mapping technique is completely dominated by the effect of clustering and the effort to load handle pages to serve a single application. If the handles are clustered well, it is not possible to buffer the handles of a small subset of the database with a reasonable amount of buffer space. In the Hot workload, even the handles of the 5% hot objects could not be cached. Furthermore, direct mapping and the \( B^+ \)-trees had al-
most the same performance as in the Sequential workload, although the reference pattern was completely different.

The sharp bends for the clustered B-tree and direct mapping in Figure 9a) show the point at which the handles of the objects of one module could completely be buffered by the name server. When a module was loaded by an application, no additional page faults were required to re-access a handle page.

In summary, direct mapping outperformed the other two techniques in all cases. No clear winner could be identified between B+-trees and linear hashing: if there was only little buffer space available and the handles were not clustered well, hashing performed better. Otherwise, the B+-trees had less page faults per request. Here, we must keep in mind that the hash tables were perfectly tuned; the initial size was determined individually for the small and the large database.

6.2 Clustering Performance of Direct Mapping

To compare the linear and matrix placement policies, a second set of experiments was carried out using direct mapping only. The Sequential and Random workloads were run against the large database (i.e., 5 million objects) with a varying number of pages per module. 1,000 Pages main-memory buffer space were used by the name server to cache handles. Figure 10 summarizes the results.

If the handles were placed randomly into the handle pages (the rDM curves), a little less than one page fault per request was required independent of the module size and the reference pattern. If the handles of a module were clustered (the cIDM and cmDM curves), the performance of direct mapping improved with the size of a module. This effect will be illustrated by the following example.

The 100 handles corresponding to a module with 5 pages and 100 objects were located in one or two handle pages with a capacity of 170 handles using the linear placement policy. Approximately, 1.5/5 page faults per request could, therefore, be observed when an application loaded a module (see the cIDM curves). On the other hand, to load a module with 1,000 pages and 20,000 objects, 20,000/170 = 118 handle pages had to be read and only 118/1,000 page faults per request could be observed.

Working with large modules was more important if the handles of a module were clustered and the matrix placement policy was used in the Random workload. The handles of a module with 5 pages were placed into 20 handle pages to avoid that the handles of objects that were located in the same data page were located...
in the same handle page. Usually at least 4 of these 5 handle pages had to be accessed to carry out the select operation on a module, and more than 4/5 page faults per request could be observed. If the modules were large, however, the handles of a module could be placed into a small number of handle pages, and the property of matrix placement could be achieved at the same time.

Unlike the linear placement policy, matrix placement profited from the particular reference pattern of the scan operation. The performance of direct mapping with a linear placement of handles was independent of the reference pattern in which the objects of a module were accessed. The performance of the matrix placement policy, on the other hand, improved if the OIDs of objects located in some particular slots of the data pages must be mapped very often. In the scan operation, only the OIDs of the objects located in the first slot of a data page were mapped, and thus, direct mapping with linear placement showed up to 25 times as many page faults per request than direct mapping with matrix placement in the Sequential workload with large modules. Skew in the retrieval of objects from certain slots can also be observed if not all the objects have the same size and some quite large objects exist as well. In this case, objects will also more often be retrieved from the first slot of a page than from the tenth slot because many pages do not contain 10 objects.

### 6.3 Recording New Mappings

Table 3 studies the performance of a name server when new objects are created, and thus, new mappings must be recorded. New objects were placed into new data pages of the large database; again, a new data page contained exactly 20 objects before another data page was allocated to hold new objects. After the creation of an object, a large number of random retrieval operations was carried out using a buffer with 1000 pages.

<table>
<thead>
<tr>
<th>Method</th>
<th>Faults/New Object</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct Mapping</td>
<td>0.006</td>
</tr>
<tr>
<td>B-Tree</td>
<td>0.01</td>
</tr>
<tr>
<td>Linear Hashing</td>
<td>1</td>
</tr>
<tr>
<td>LH (after first split)</td>
<td>2.2</td>
</tr>
</tbody>
</table>

Table 3: Creating New Objects

For the B-tree, the OIDs were generated in an ascending order. The leaf page into which a new mapping was recorded last was kept main-memory resident. In addition, the buffer was large enough to keep the relevant inner nodes while the retrievals were carried out. Since the tuned split policy described in Section 3.1.2 was used and approximately 100 mappings could be recorded in a leaf page, one new leaf page per
100 new objects had to be allocated (considered as a page fault in Table 3), and no additional page faults to read nodes of the B-tree were required.

Analogously, the last 20 pages used to record new handles were kept main-memory resident using direct mapping with the matrix placement policy. Since 170 handles could be placed into a handle page, $1/170 = 0.006$ page faults per new object could be observed.

For linear dynamic hashing, the hash function tried to place the mappings of the new objects uniformly into the existing buckets. As a consequence, approximately one page fault could be observed if no overflows occurred, just as in the retrieval benchmarks. After the first overflow was generated and the hash table was split using Litwin's original criterion [Lit80], 2.2 page faults were required on an average to record a new mapping.

7 Conclusions and Future Work

In this work, three techniques to implement logical OIDs were investigated. Of these three techniques, direct mapping is the most robust. Direct mapping scales well in large object bases, and at most one page fault is required to map an OID; recording a new mapping is very cheap and seldomly induces a page fault. In addition, no applications are blocked by the name server if new objects are created or existing objects are moved. If separated and given enough resources (for example, a disk drive could be reserved to store the mapping information), a name server using direct mapping, therefore, is usually not the bottleneck of a system. For example, a disk drive could be reserved to store the mapping information.

Between hashing and B-trees, no clear winner can be identified. If much main-memory buffer space is available for the name server, a B-tree has the same or better performance than a hash table. If only little buffer is available, the B-tree is often outperformed by a tuned hash table.

The performance of B-trees and direct mapping improves dramatically when the handles of logically related objects are clustered. For direct mapping, two placement policies were devised and compared:

- **linear clustering**: the handles are placed into handle pages in the same order as the corresponding objects are placed into the data pages;
- **matrix clustering**: the handles of objects that are located in the same data page are never placed into the same handle page.

In a system that uses a page-server to ship data, much of the potential of clustering handles is wasted using the linear placement policy. Matrix clustering has at least the same performance as linear clustering if the locality sets accessed in the object base were fairly large. For particular reference patterns, it significantly outperforms linear clustering.

In future work, we intend to investigate the bulk loading of objects and the bulk allocation of new OIDs in detail. If OIDs are recorded and mapped in bulk—instead of one by one—additional tuning can be effected regardless of which mapping technique is used.
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