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I. INTRODUCTION

Networked virtual environments (net-VE) are software systems in which users interact with each other in real-time within some shared virtual environment. The most popular example are Massively Multiplayer Online Games (MMOs), but they also include virtual worlds such as Second Life, or simulation environments like Microsoft’s ESP platform [1]. Net-VEs have applications in teaching, distributed design, and military simulations for training and tactical purposes.

A major selling point for net-VEs is the number of concurrent users. In MMOs like World of Warcraft it is already popular for groups of up to 80 players to work cooperatively in a “raid”. In Net-VEs focused on social networking, like Second Life or Habbo Hotel, online gatherings and parties are very popular. The greatest challenge in supporting so many players is maintaining consistency. Consistency violations degrade the realism of the virtual world, and are a major source of security problems in net-VEs [2].

To maintain consistency, most net-VEs have a transaction management layer using a commercial database. However, this does not scale well. Users send transactions at an extremely high rate; even the fastest MMOs cannot handle more than 10 frames worth of transactions per second [3]. In addition, much of the application logic must be executed on the server side, so the scalability of a net-VE depends strongly on the computational footprint of a single user.

Fortunately, net-VEs are essentially high-dimensional databases whose attributes change in predictable ways [4]. For example, in a fantasy MMO game, health is an attribute that changes as a player is damaged, and this damage is caused by transactions specified in advance. Using semantic analysis of these transactions, we can reduce the number of messages needed to maintain consistency.

In this paper, we propose a distributed model for massive scalability in net-VEs. Our model inherits concepts from distributed databases, where the application logic and transaction processing take place at the client machine. The key feature of our model is its novel transaction model, which exploits application semantics to reduce the number of messages needed to maintain consistency. Our proposed model imposes no major restrictions on the interaction between participants located in different parts of the world, and can be easily adapted to a wide range of net-VEs.

II. NETWORKED VIRTUAL ENVIRONMENTS

To achieve realism, every machine needs to share a consistent view of the virtual environment. Net-VEs typically store this world state in a database [5]. Any interaction in the world can be thought of as a database transaction. However, because of throughput problems with commercial databases, most net-VEs use commercial databases only for periodic checkpoints, implementing their own lightweight transaction layer in front of the database [3].

Due to space constraints, we will focus only on client-server net-VEs. A client-server net-VE architecture consists of a server cluster to which all clients connect. The clients run identical net-VE client programs, which contain the virtual world logic. Clients initiate and process actions in the environment. An action is a sequence of atomic operations typically consisting of an observation of the world state followed by an update of the state. For simplicity, we assume each action consists of exactly one atomic operation. Processing actions in the client program may raise security issues; these have been addressed in prior research [13], [14], [15].

The key component of a client-server net-VE is the consistency protocol between the clients and the server, which ensures consistency and durability of data. Lock Based, Timestamp Based [16] and Object Ownership [17] are three popular classes of such protocols. Each of these can exhibit slow response time to the client. For example, Sun’s Project Darkstar [18], which uses a timestamp based protocol, requires an extended response time to enforce consistency. Another problem is that the consistency resolution is object based, while many consistency problems in net-VEs are semantic. The virtual world designer is forced to map every consistency issue to an object access, which is not always easy.

III. ACTION BASED PROTOCOLS

The techniques discussed in the previous section handle consistency at the object level. In this section, we describe a novel class of protocols that we call action based protocols because they check consistency at the level of actions rather than objects.

A. The Basic Algorithms

In our action based protocols, the messages passed between the clients and the server primarily consist of actions, as opposed to objects. The state of the virtual world is a database of objects, the world state. Each client program maintains two versions of the world state: an optimistic version $\zeta^{OC}$ and a stable version $\zeta^{CS}$. To perform an action $a$, a client first applies $a$ to $\zeta^{OC}$, and also sends $a$ to the server to be serialized. Concurrently, the client is receiving from the server a serialized stream of the actions originating at all clients,
Let us examine an action from a database perspective. An action \( a \) consists of a read set \( RS(a) \), a write set \( WS(a) \) and the code that needs to be executed to compute values for \( WS(a) \) given values for \( RS(a) \). We assume \( RS(a) \supseteq WS(a) \). This allows us to drop the distinction between read sets and write sets and focus on intersecting read sets in our discussion and protocols. Our algorithms occasionally use special blind
Algorithm 4: Incomplete World Client-Side Protocol

1 . . .
2 . . .
3 . . .
4 (Action b originated at some other client, or is a blind write created by the server): . . .
5 . . . Finally, a completion message \( (a_i, w) \) is sent to the server.

Algorithm 5: Incomplete World Server-Side Protocol

1 The server maintains the authoritative state \( \zeta_S \). It also maintains a global queue of ordered actions. For each action \( a \) in the queue it maintains the set \( \text{sent}(a) \) of clients to which the action has been sent.

For any \( i \), let \( \zeta_S(i) \) be the state of the virtual world at the server after applying the effects of actions \( a_1 \ldots a_i \). Then at time \( t \), the server holds: (i) \( \zeta_S(j) \) for the least \( j \) such that no response for \( a_{j+1} \) has yet been received, and (ii) \( a_{j+1} \ldots a_n \).

2 When the server receives an action \( a \) from client \( C \) (Step 2 in the client-side protocol), it performs two steps:

3 (a) It timestamps \( a \) and puts it into the queue, assigning \( a \) a unique order number \( \text{pos}(a) \) that is \( a \)’s position in the queue. It also sets \( \text{sent}(a) \leftarrow \emptyset \).
4 (b) It computes a reply to \( a \) using Algorithm 6.
5 When a completion message arrives at the server for \( a_i \) (Step 5 in the client-side protocol), the server holds it until \( \zeta_S(i-1) \) is available. It then installs the values into \( \zeta_S \), resulting in \( \zeta_S(i) \), and discards \( a_i \) from the action queue.

write actions: we denote by \( a = W(S, v) \) an action that unconditionally stores the values \( v \) into the object set \( S \) (assuming compatibility of \( S \) and \( v \)). Clearly \( WS(a) = S \), and by convention \( RS(a) = S \) as well. We can now change our protocols as shown in Algorithm 4 (which is just two small changes to Algorithm 1) and Algorithms 5 and 6.

The advantage of this model is that a client does not (necessarily) evaluate every action, only those that affect it, thus saving execution time at the clients as well as network bandwidth. To achieve this goal, we augment the client protocol to return a completion message when the stable result of an action is produced. The server uses these messages to construct \( \zeta_S \), an authoritative stable world state. The server performs analysis of read and write sets (Algorithm 6) to determine independently for each client which additional actions must be sent for evaluation because they (transitively) affect the client’s submitted actions.

An interesting aspect of this model is that it can be made tolerant of client failures at a reasonable cost in network bandwidth, by letting each client send completion messages for every action it applies, not just its own. With this, the only case in which the server does not receive a response to some action is when all clients that evaluate that action have failed.

IV. EXPERIMENTS

We built a system implementing the action based protocol in Java 5.0 and conducted experimental studies to evaluate its performance. We call our implementation SEVE, for Scalable Engine for Virtual Environments. Our experimental evaluation is based on a synthetic workload that stresses the consistency issues in MMOs.

Algorithm 6: Transitive Closure(A)

Require: \( a_1, \ldots, a_n \) is the action queue
Require: \( a_{n+1} \) has just arrived from client \( C \)
Require: + denotes prepending an action to a sequence

\[
\begin{align*}
A & \leftarrow \{a_{n+1}\} \\
S & \leftarrow RS(a_{n+1})
\end{align*}
\]

for \( j = n; j > i; j = j - 1 \) do

if \( WS(a_j) \cap S \neq \emptyset \) then

if \( C \in \text{sent}(a_j) \) then

\[
S \leftarrow S \setminus WS(a_j)
\]

else

\[
S \leftarrow S \cup RS(a_j)
\]

end

\[
A \leftarrow W(S, \zeta_S(S)) + A
\]

return \( A \)

A. Experimental Setup

All performance results were obtained by running the virtual world on an EMULab [24] testbed consisting of 65 machines—64 clients and 1 server. Each client machine was running other programs, such as a desktop manager, in the background. The average latency between machines was 238ms.

B. Performance Evaluation

We performed multiple experiments. First, we evaluated the scalability-complexity tradeoff in (a) a centralized model (Central)—to represent Second Life and WoW, the state of the art in online games; (b) a broadcast model (Broadcast)—representing distributed simulations such as HLA, NPSNET and SIMNET; and (c) our action based distributed model (SEVE). Second, we explored the bandwidth requirements of the three models.

Figure 1 plots the response time observed by clients against the number of clients. Both the centralized architecture and the broadcast model break down at about 30-32 clients. In contrast, SEVE’s response time remains perfectly stable as the number of clients increases.

Figure 2 plots the response time observed by the clients against the time required evaluate a single move. The number of clients was fixed at 25. The centralized model and broadcast model performed well for moves requiring less than 10ms.
However, as the complexity increased, the response time increased dramatically. Again, the response time for SEVE remained unaffected.

In summary, our experiments show that our architecture achieves scalability while preserving strong consistency.

V. RELATED WORK
Reality Built For Two [25] and MR Toolkit [26] are two net-VEs that maintain consistent state among \( N \) workstations by sending a point-to-point message to each of the workstations for every state change. This approach yields \( O(N^2) \) update messages per simulation step, and does not scale. NPSNET [27] follows a basic object based broadcast model. It broadcasts messages to all workstations at once, yielding \( O(N) \) update requests for \( N \) workstations. However, the computational requirement at each client is the same as MR Toolkit. RING [20] and DIVE [21] handle message filtering by sending all updates to the central server. The server tracks the current location of each entity, and it can determine which users might be interested in a particular update. This approach is close to our model, but in both systems the server forwards updates only to users who can “see” the entity, leading to inconsistency (cf. Section III-B). Wiesmann et al. [28], [29] evaluate replication techniques based on broadcasting events in total order. Our algorithm can be understood as a fast-paced instance of 2-tier replication [30], which in turn builds on multi-version serializability theory [31].

VI. CONCLUSIONS
In this paper we argued that data management problems lie at the core of networked virtual environments. We identified an interesting concurrency problem and proposed a novel practical solution based on taking semantics into account. We believe that we have just scratched the surface of this new area, and that virtual worlds as well as other virtual networked environments will benefit from solutions from the database community for years to come.
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