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1 Introduction

Workflow is probably one of the most exciting areas of research that has emerged in the past few years. Workflow concepts and ideas have been around in one form or another for a long time: computer supported cooperative work, forms processing, cooperative systems, office automation, etc. However, only recently the technology and know-how required to implement commercial systems have become available. In general, workflow management systems (WFMSs) are used to coordinate and streamline business processes. These business processes are represented as workflows, i.e., computerized models of the business processes [13], which specify the individual activity steps, the order and the conditions in which the activities must be executed, the flow of data between activities, the users responsible for the execution of the activities, the tools to use with each activity, etc. A WFMS is the set of tools that allow the design and definition of workflows, their instantiation and controlled execution, and the coordination and integration of heterogeneous applications within the same workflow [13]. Users interact with a WFMS by accessing their individual worklists, where they can find the activities for which they are responsible without necessarily being aware of the higher level processes to which the activities belong. A crucial point to understand workflow management systems is their dependency on a variety of technologies, from databases to distributed processing. When designing a WFMS, the challenge is to build a feasible and common working environment in which all these technologies are integrated in a flexible and easy to use fashion. This integration aspect is precisely what has made WFMSs so elusive to date and explains the limited success of earlier attempts to provide support for cooperative work. With the first generation of commercial WFMSs [12], there are still many integration issues that remain to be solved, but there is no doubt that in the future WFMSs will be pervasive in large corporations.

In this paper, we present the Exotica research project currently in progress at the IBM Almaden Research Center. One of the goals of the project is to bring together industrial trends and research issues in the workflow area. It is for this reason that we have focused on a particular commercial product, FlowMark, IBM’s workflow product [15, 16, 19, 20]. However, our results are easily generalized to other WFMSs since FlowMark’s model is similar to that proposed by the Workflow Management Coalition [13]. In particular, the rest of this paper contains a high-level overview of our research in six specific areas that are not product specific. The list of these areas is not, by any means, exhaustive. There are still many issues that remain open. We also discuss the relationship between WFMSs and transaction processing monitors.

*This work is partially supported by funds from IBM Hursley (Networking Software Division), and IBM Boeblingen and Vienna (Software Solutions Division). Even though we refer to specific IBM products in this paper, no conclusions should be drawn about future IBM product plans based on this paper’s contents. The opinions expressed here are our own.
2 Large Scale Workflow Systems

Before discussing workflow management, it is necessary to put in perspective the applications addressed by such systems. Some of the common goals of a WFMS are to achieve better performance of business processes, better quality, enhanced effectiveness, enterprise wide coordination and monitoring, etc. As we believe it is the case with most WFMSs, FlowMark addresses the coordination of large scale business processes. With respect to this, there are certain similarities with DBMSs. Small DBMSs for personal computers have an undeniable value. However, interesting research and industrial strength products relate to issues such as query optimization, performance, data caching, data mining, schema evolution, or triggers, which only become interesting in large DBMS scenarios. For small applications, it is possible to obtain similar or even more benefits by using a less sophisticated cooperative tool rather than a full-fledged WFMS. However, when the size of the application grows, and the number of users, sites, and processes increases, only a WFMS is suitable for the task. It remains to be determined how “large” is a large application. To give an idea of the magnitude of the problem, consider some of the studies that have been done with FlowMark. In one instance, the number of business processes to be executed concurrently during the course of a month is 300,000. In another case, the problem is to link together more than 4,000 sites geographically distributed over an entire country and coordinate the work taking place over heterogeneous platforms at those sites. A third example involves more than 100,000 users working concurrently on the completion of processes. With these figures, issues that were not previously considered as related to workflow become key aspects to the success of a commercial system. Failure handling, continuous availability, navigational flexibility, and replication, to name a few, are no longer nice features but crucial components of the overall system. It is within this framework that our research is inscribed.

3 Research Issues in Workflow Management

The Exotica project started out focusing on six major research areas. Each of them reflects a distinctive need for WFMSs but, in most cases, they are related to each other and successful solutions will have to integrate aspects from all of them. The list of these areas is by no means exhaustive, there are many other issues that remain open.

3.1 Failure Resilience in Distributed WFMSs

Given its goals, the architecture of a WFMS is necessarily distributed in the sense that its components will reside in different and heterogeneous machines. Furthermore, given its relevance in the control of the business processes of a corporation, the system must be continuously available. Hence, each component must be able to deal with local and communication failures, and the design must be robust enough to avoid stopping the execution of processes even in the event of failures. Such requirements define a wide range of failure handling capabilities that the system must support to be commercially viable. Part of our research has been to analyze the possible failure scenarios and design methods to handle them [1, 2, 18].

In the first place, the execution of an activity within a process involves several components: the database server where the workflow-process-related data is stored, the workflow server that determines where the activity is going to be executed, the client interacting with the user, and the client interacting with the actual application performing the activity. All of these components interchange information before, during and after the execution of the activity. This information should not be lost, since this may imply that the results of the execution are not recorded, or that the command to start executing the activity never reaches its destination. Hence, some form of coordination protocol must be used amongst all these components to guarantee that all agree on the status of a particular activity. In general, the DBMS in which the data is stored is transaction based. In FlowMark, for instance, the data is stored in ObjectStore, an object-oriented DBMS. ObjectStore does not provide either hot standby support or a prepare-to-commit interface, which makes it complicated to reach a point in the execution where data is guaranteed not to be lost. Moreover, the applications invoked by the WFMS may not be aware of the WFMS’s existence, thereby becoming uncooperative and committing work regardless of the state of the WFMS. We are studying several approaches to these problems: using a persistent message mechanism, providing stable storage in each of the components, and designing a handshake protocol that ensures that information is almost never lost.
A second aspect of failure resilience is the possibility that a component fails while it is executing part of a process. If the failed component is the DBMS, replication can be used to minimize the impact of the failure, as discussed below. If the failed component is part of the WFMS, means must be devised to allow other components to reroute their operations to components that are still available. This implies using multiple connections among components. We have designed a new architecture for WFMSs in which the notion of clusters of servers is used to provide enhanced availability of the system [2, 18]. By using several clusters, each of them attached to a separate database, the impact of failures on overall performance and availability can be reduced. Since each cluster's database contains the same schema information such as process templates, role and staff assignments, and organization definitions, process instances can be run at any cluster. Thus, failures will affect only a subset of the process instances and will not prevent the users from starting new instances. The problem that still remains is how to handle the instances that were running in a failed cluster. This particular issue is addressed below when discussing replication in WFMSs.

3.2 Compensation and Navigation in Workflow Networks

A workflow network, or a process, is the representation of a business process. Its instantiation for execution is a process instance. Any process instance usually encompasses a wide range of activities and those activities involve several participants in the form of computer programs and individuals. At any given moment in time, there may be several instances of the same process being executed simultaneously, with possibly each one being at a different stage of progress. Since processes are defined in advance, it is not possible to evaluate all possible exceptions and error conditions beforehand. A WFMS must provide means to cope with such situations. Similar ideas are found in advanced transaction models [9] such as Sagas [10, 11] for backward recovery, i.e., how to undo the effects of certain operations, or in Flex transactions [7, 22, 31] for forward recovery, i.e., how to select different paths of execution. However, in WFMSs, there are certain errors that may force the user to abort the execution of a process instance, and therefore to lose work that has to be performed again when the process is restarted.

Forward recovery is guaranteed in FlowMark in the sense that if there are failures, the process is guaranteed to make progress. However, semantic failures are more difficult to address, unless the designer of the process was able to foresee them and introduce the appropriate checks in the flow of control. For backward recovery, FlowMark is being enhanced to provide a form of compensation that allows the user to specify spheres of compensation [21] to determine the scope and extent of compensation in case of failures.

Our current research is focused on how to provide a flexible mechanism to navigate through the flow of control of a process in either direction, i.e., forward progress or compensation, and allowing to switch directions several times as necessary during the execution of a process.

3.3 High Availability through Replication

High availability is a key requirement of a WFMS. Failures should be transparent to the users and should have minimal impact on the normal functioning of the organization. This can only be achieved through replication of the process instance information. As in DBMSs [25], we use a primary/backup architecture in which process instances run on a primary server, while all actions are also recorded at the backup so that if the primary were to fail, then the backup server can take over the execution of those same instances. As in DBMSs, replication has a high cost in terms of synchronization and lower throughput. Given the large number of processes involved in the application, replication of every single process instance may not be cost effective. Hence, we define three priority levels with respect to replication. A hot stand-by process is fully replicated, i.e., all changes to its data are performed both in the primary and in the backup databases. A cold stand-by process is also replicated, but the backup contains only the messages with the information regarding the different steps taken in the execution of the process. When the backup needs to take over the execution of the process, it must first replay those messages to bring the process state up-to-date. This will delay resuming the execution but it reduces the overhead of maintaining the replicated copies. Finally, a normal process is not replicated at all. The only guarantee FlowMark provides for these processes is forward recovery, i.e., when the server comes up again, execution will be resumed from where it was left off.

As in DBMSs, besides the replication scheme, it is also necessary to deal with additional problems such as dynamic configuration of the system, incorporation and exclusion of new servers without interrupting the system,
message duplication, and so forth. We have addressed all these issues and proposed a replication mechanism for WFMSs that greatly improves the availability of the system while avoiding excessive overhead [18].

3.4 Mobile Computing

WFMSs must coordinate users distributed over a wide geographic area. The basic idea being that the processes to be executed are defined and controlled in a centralized server, while the users can execute parts of these processes at remote clients. Each step of a process can be executed anywhere in the system, but after its completion, the results are communicated to the server which in turns prepares the next steps for execution. This is the most common approach in existing systems, and simplifies many problems such as synchronization, concurrency and monitoring, but forces the users to remain connected to the server while performing multiple tasks. An increasingly large set of users may not be satisfied with this mode of operation, given the widespread use of portable computers and home computers for office work.

For these users, the common way of operation is to load data in their laptops or desktops by briefly connecting with a server in the office. Then they disconnect from the server, work on that data and, after a few hours or few days, reconnect to the server to transfer the results of their work. This has been identified as one of the most common modes of computing that will occur in the future [17]. Note that this includes not only mobile terminals but also desktops or any other computer type connected to the server only occasionally via a modem. Mobile or nomadic computing greatly expands the scope of an organization’s distributed computing infrastructure. However, from the workflow management point of view, it becomes more difficult to coordinate the work of many users. Also, note that while WFMSs are tools for cooperation, portable computers are generally viewed as tools for individual work.

To address this problem, we have proposed a design, called Exotica/FMDC, for disconnected client operation based on FlowMark [3]. Among other constraints, the design had to provide support for disconnected clients with minimal changes to the semantics of a business process and its implementation, effectively allowing users distributed over a wide geographic area and working with heterogeneous resources to cooperate, while preserving their mobility and independence. In particular, we define the semantics of loading work to a mobile, disconnectable computer by introducing the notion of locked activities and the user's commitment to eventually execute them. Locked activities stay within the user's machine unless they are unlocked. The feasibility of our approach was initially proven by outlining the implementation issues for FlowMark. We have more recently completed prototyping Exotica/FMDC.

3.5 Distributed Coordination

To further enhance the availability and failure resiliency of a WFMS, it is possible to design it entirely as a distributed system. This implies that processes are transferred from site to site as their execution progresses, without a centralized server keeping all the relevant information. There are two possible approaches. One is to make a large package that contains all the information pertaining to the process and its execution and circulate this package across the different sites. This approach has several problems, mainly the size of the message and the need to maintain multiple copies of it if the system were to allow concurrent activities to take place. The other solution is to precompile the process definition to determine at which sites the different activities are to be executed. Once this has been done, the only information that gets transferred from site to site are the results of previous computations and the process state. Using this approach, failures can be made transparent by rerouting a process to different nodes. It also eliminates the potential bottleneck created by a centralized database and server. Exotica/FMQM [1] proposes a similar architecture in which persistent storage is replaced by persistent messaging. For persistent messaging, IBM has defined an application programming interface (API) standard called Message Queue Interface (MQI) [14], and a family of products called MQSeries that supports MQI [23]. MQSeries products operate on IBM and non-IBM platforms and they support the architectured MQI. Communication takes place through named queues that do not require all participating programs to be available, i.e., up and running, simultaneously. Moreover, MQI is not sensitive to network transport protocol differences. The system we propose, Exotica/FMQM, FlowMark on Message Queue Manager, is a distributed WFMS in which a set of autonomous nodes cooperate to complete the execution of a process. Each site functions independently of the rest of the system, the only interactions between nodes being conducted through persistent messages which inform about activity completions. This approach, while enhancing the availability and resilience of the system,
has the problem of needing more complex mechanisms to monitor and audit the overall execution since there is no centralized server where this information resides. It also requires enhancements to the MQI to be able to assign an activity to more than one user but let only one of the users actually execute it.

3.6 Advanced Transaction Models

The goal of most advanced transaction models is to eliminate the constraints imposed by conventional DBMSs on new applications. The requirements of such new applications are completely different from the traditional data processing applications targeted by standard DBMSs. Hence, conventional DBMSs are unsuitable in these new environments. Several advanced transaction models have been proposed [9] but, to this date, most remain as theoretical constructs which have not been implemented. A reason for this state of affairs could be that advanced transaction models are ahead of the available technology and their time is yet to come. We believe, however, that the reason why these models are not being implemented has to do more with their inadequacy to operate in real working environments than with the available technology or application demands. Advanced transaction models are too database-centric, which provides a nice theoretical framework to work with but limits the possibilities and flexibility of the models. Since they tend to remain theoretical models with no implementation, there are a number of important design issues that are generally not discussed in the literature [24].

Paradoxically, WFMSs are tools to support distributed, heterogeneous environments very similar to those targeted by transaction models. However, the models being used are workflow models instead of transaction models. Compare the more than 70 vendors who claim to have WFMSs [12] with the almost absolute lack of commercial products supporting advanced transaction models.Workflow systems bear a strong resemblance to advanced transaction models both in their goals and modeling approach, yet they are quite different in that they address a much richer set of requirements than existing transaction models. As part of our research, we have analyzed the characteristics of workflow models and the notion of business processes by comparing them with existing transaction models [2, 4]. It is possible to show that the semantics of workflow models are, in general, richer than those of advanced transaction models and more apt to be used in commercial products. Hence, workflow models can be used to implement advanced transaction models. For instance, we have used FlowMark to implement Sagas [10] and Flexible Transactions [31]. Our basic goal was to provide synergy between advanced transaction models and workflow models, an interaction from which both sides may benefit. In doing so, we have developed a better understanding of the inherent limitations of the so-called “advanced models” and identified many points for improvement of WFMSs. Our approach is not another attempt to merge different transaction models into one or to provide a general framework to program advanced transactions [5]. Transactions are used as the accepted currency in the database community, but our goal is to show the expressibility and power of workflow models compared with what is currently available in the research literature [8].

From a purely advanced transactions point of view, our proposal differs from previous ones in that we use an existing commercial product that runs across different platforms to implement different transaction models. This allows us to draw conclusions from direct experience implementing such models in real, working environments. We see workflow models as the the next step after advanced transaction models. They complement many aspects of the latter and address an entirely new range of issues (role and staff assignment and resolution, worklist management, interaction with manual activities, etc.) that make them more suitable for building applications. As has been widely recognized, there is a lack of tools to scale from individual transactions to complex applications [36]. One reason being that advanced transaction models will never reach their technological maturity until they are interpreted in a much broader context. As we show in our research, business processes constitute such a context and workflow models are the tools required to support complex applications.

4 TP Monitors and Workflow Systems

A WFMS is a tool to control the execution of business processes based on representations of the organizational, informational, and functional aspects of an enterprise. In its origins, closely tied to office automation, workflow management was geared towards the system-enforced organization, processing, and automation of well structured cooperative work. However, automation efforts were, at the time, limited by the lack of appropriate technology. Nowadays, advances in the state of the art, such as new desktop operating systems or more sophisticated DBMSs and networks, have allowed the incorporation of many new technologies into the workplace. The result has been the partition of the enterprise into islands of automation that do not necessarily communicate with each other.
In this situation, WFMSs are seen as the key element to bring together all these technologies and provide an integrated cooperative environment in large organizations. This would explain the interest aroused and successes enjoyed by the first generation of commercial WFMSs.

Transaction processing monitors, TPMs, on the other hand, are a well-established technology that has been around for almost 20 years [6]. The first generation of TPMs, e.g., IMS/DC and CICS, were single monolithic systems used in proprietary mainframe environments to achieve high transaction rates in applications such as airline reservations or finance handling. The second generation of monitors, e.g., ACMS, Encina, and CICS/6000, are more open and able to talk to heterogeneous resource managers under certain restrictions (such as support for standard commit protocols, for instance). In general terms, TPMs are very mature with regard to concurrency control and recovery and have solid foundations in the notion of ACID transactions as well as in high-end load balancing and failure handling.

In spite of addressing similar problems, the characteristics of WFMSs and those of TPMs are almost complementary. Workflow management lacks a clear transactional concept, and has problems with scalability, reliability, and failure handling. It provides, however, modelling of inter-application relationships (i.e., business process modelling), and persistent forward execution. WFMSs permit the invocation of applications operating in different execution environments with parameter passing between them.

TPMs are essentially specialized operating systems. Applications execute in the context provided by such environments. This makes it very difficult, if not impossible, to let applications of one TPM type invoke applications of another TPM type. WFMSs, on the other hand, are not like operating systems. Notions well known in the transaction processing area like backward recovery, atomicity, or compensation are non-existent in current WFMSs. TPMs provide some of these capabilities since they are especially designed for reliability, but they lack the notion of persistent forward execution, and the ability to coordinate the execution of related but independent activities. While the Workflow Management Coalition is proposing standard APIs for interoperability of WFMSs, no such standard APIs exist for TPMs.

In recent years, the deficiencies of the ACID transaction model have lead to the proposal of numerous advanced transaction models that extend or relax the ACID properties of classical transactions [9]. Common to most transaction models is the idea of supporting additional capabilities to control the interactions of groups of activities and provide relaxed ACID properties to groups of transactions instead of to individual transactions.

It is our belief that the existing ideas in the field of advanced transaction models will be implemented in WFMSs rather than in TPMs. The goals for the next generation of both WFMSs and TPMs are very similar. Since TPMs already support ACID transaction, the question arises whether TPMs are not better suited to meet the customers’ requirements for advanced transaction models. However, it is more likely that, if advanced transaction models are finally going to make it as a viable commercial technology, this will happen in the workflow arena for, among others, the following reasons:

- WFMSs are designed to operate in modern information environments: distributed, client/server, heterogeneous, and with multiple applications.
- WFMSs can be easily incorporated into a workflow environment without major modifications to either the workflow system or the application itself.
- WFMSs provide multiple key features that do not exist in other systems: coordination facilities, monitoring and auditing capabilities, abilities to reflect the organizational structure, and high level programming languages for the definition of processes.
- WFMSs incorporate users into the system. This is a first step towards a cooperative tool. Moreover, WFMSs provide support for defining individual users, grouping them into logical entities (roles) and assigning activities to particular users or roles.
- WFMSs reflect the organizational model and work environment in which they are used. They can be easily tailored for different environments.

However, with regard to advanced transaction models, the implementation of such models in WFMSs is not straightforward. There are many areas open to research. Some of the issues that need to be addressed are the following:
Current WFMSs lack facilities to extend the ACID properties to groups of activities. The semantics of many operations such as recovery, rollback, compensation and undo are still undefined in WFMSs. There are many possibilities, but it is not trivial to evaluate their advantages and drawbacks.

Legacy applications are here to stay. Better means must be devised to incorporate them in a workflow environment. As these applications need to be treated as blackbox applications, specialized wrappers are required to interoperate with existing applications.

Although it is much used, the notion of transactional workflows [29] is still unclear. There is a wide gap between research advocating transactional workflow and what is being implemented in commercial systems. It is not clear, for instance, what are the requirements of WFMSs in terms of concurrency control and recovery. The Workflow Management Coalition, on the other hand, seems to be reluctant to incorporate the notion of transactional processing in its standards. This might be a problem of finding a common language.

There is no single advanced transaction model that meets the requirements of all customers and applications. WFMSs will incorporate concepts rather than particular implementations: savepoints, nesting, coordination, compensation, invariants, dependencies, etc. and combine them into more flexible constructs. However, the exact semantics of such constructs are yet to be defined.

There are many options to define the failure semantics for complex workflow processes. What should happen to a parallel branch if one branch fails? What should happen to the results of a sequence of activities which need to be reexecuted? Are they compensated for and in which order? How can a specific order of compensation steps be specified? All these questions need to be solved before solutions can be proposed.

The workflow definition language is likely to end up providing a large set of primitives to specify transactional behavior. This set of primitives will be much richer, more complicated and clumsier than the ACID transaction primitives.

5 Conclusions and Future Work

The importance of WFMSs in large corporations cannot be stressed sufficiently. There is a high demand for such systems, but successful solutions will have to integrate many technologies and approaches. The challenge lies in providing systems capable of dealing with very large, heterogeneous, distributed and legacy applications, while providing an acceptable degree of reliability and availability. The research areas briefly discussed in this paper point towards some of the issues that need special attention in the design of WFMSs. These issues apply to the vast majority of existing systems, since they are not constraints imposed by a particular architecture but generic demands of the working environment targeted by these systems. In our case, we have focused on FlowMark since this is an IBM product and we have access to its code and developers. However, the solutions we proposed can be easily extended to other systems given that FlowMark's model (and architecture) closely resembles the generic model proposed as part of the Workflow Management Coalition standardization effort [13].

With the recent merger of IBM and Lotus, we have started exploring how to establish more synergy between Lotus Notes and FlowMark, taking advantage of the strengths of the two products. Some of the issues under consideration are: document-centric versus process-oriented workflow, structured versus ad hoc workflows, object orientation, external event handling, agent technologies, etc. Since the send model of workflow in Lotus Notes is similar in many ways to distributed workflows as we have discussed here, we have recognized its limitations based on our Exotica/FMQM work. We are in the process of doing further analyses.
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